
 
www.virtual-economics.eu                                                                                ISSN 2657-4047 (online) 

Jelena Titko, Kaspars Steinbergs, Mourine Achieng, and Kristine Uzule 

Virtual Economics, Vol. 6, No. 3, 2023 
 

7 

Research article 

 

 

ARTIFICIAL INTELLIGENCE FOR EDUCATION AND RESEARCH: 

PILOT STUDY ON PERCEPTION OF ACADEMIC STAFF 
 

Jelena Titko, Kaspars Steinbergs, Mourine Achieng, and Kristine Uzule 

 

Abstract. Artificial Intelligence (AI) tools have been used across various sectors of the global 

economy. The use of AI has been associated with both benefits and drawbacks, which is why 

the goal of this research was to identify the attitudes of academic staff of higher education 

institutions (HEIs) towards using AI for both academic and research purposes. To attain the 

goal, there was designed a questionnaire, which was distributed to members of academic staff 

of different biological genders and ages from 10 European countries. Irrespective of biological 

gender, age, or country, responses were similar. First, academic staff emphasized the 

importance of having AI-related regulations at HEIs. Second, academic staff were positive 

about using AI for information searchers and preparation of teaching materials. Third, academic 

staff were concerned about AI-related plagiarism issues, which is why they were reluctant to 

approve the AI use for research and thesis writing. Fourth, slightly more than 40% of the 

respondents indicated the use of AI. This points to the lack of AI skills among academic staff, 

which was further supported by a set of basic purposes for which AI was claimed to have been 

used. One implication of this research relates to the organization of the study process. Managers 

of HEIs should introduce institutionalized training in AI for academic and research purposes 

for academic staff to promote digital equality. Another implication of the study relates to the 

areas of AI training for academic staff. It should cover the topics of AI for the design of teaching 

materials, formative and summative assessment, and plagiarism check. 
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1. Introduction  
 

Artificial Intelligence (henceforth – AI) has rapidly been entering various aspects of human life, 

ranging from economic to social activities, including education [1], so much so that there has 

emerged a new field – AI in Education [2], in which AI is seen as a tool that can improve the 

quality and accessibility of education [3,4]. The range of areas of application of AI technologies 

in education is wide, and it includes management of education processes, learning, teaching, 

assessment, and lifelong learning [3]; in other words, AI has been incorporated into 

administration processes, teaching and learning [5]. 

 

Due to the massive expansion of AI tools and their extreme popularity among students, higher 

education institutions (HEIs) are compelled to think about the AI integration in curricula, 

regulation of usage of AI tools and revision of the study process, e.g., evaluation of students’ 

results. To help HEIs, UNESCO prepared recommendations [6,7]; however, many issues 

regarding ethics, academic integrity, and study quality are yet to be solved on the path toward 

the full understanding of AI capacity and potential usage in study and research processes.   

 

The global goal of the large-scale research project “Artificial Intelligence for Education and 

Research” was to identify a general attitude of HEIs’ staff and students towards AI integration 

in curricula and research activities. The current paper aims at reflecting the pilot research results 

among 42 academic staff members representing 10 European countries.  

 

The paper structure is organized as follows: 1st part is an Introduction; 2nd part is a Literature 

review on challenges and opportunities to use AI in the study and research process; 23rd part 

describes the research methodology, including a description of the research instrument and 

methods applied to data processing; 4th and 5th parts are devoted to the description of main 

findings, discussion, and conclusive remarks.  

 

2. Literature Review  

 

Technology advancement in recent years has resulted in a paradigm shift that has changed how 

societies function. One sector that has seen a significant shift is the education sector where 

teaching and learning as well as research activities are experiencing transformative changes. 

The application of advanced technologies such as AI has gained momentum over the last five 

years [8,9].  Examples of AI technologies that are used in education include but are not limited 

to intelligent tutoring systems, adaptive learning systems, teaching robots or chatbots, 

scheduling systems, and adaptive skill-building systems [8-10]. Such AI technologies have 

great potential roles in education and academic research. AI technologies have the potential to 

assist in developing new ways of improving instructional teaching and learning in classrooms 

[9,11]. In addition, AI technologies such as ChatGPT can be used to adapt instructional methods 

to the needs of different types of learners in a classroom [12]. Furthermore, such AI tools can 

be used to provide individualised feedback to learners [13], develop assessments [14] and 

predict and monitor student performance [15]. In addition, AI tools can provide learners with 

basic reading materials on the discussion topic; classroom teacher-learner interactions can be 

used for high-level analytical and behavioural learning [16].  
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What is emerging in literature is that the use of AI technologies in education, particularly in 

teaching and learning activities is commonly seen in three areas. These areas include 

personalized learning and teaching methods, communication between teachers and learners, 

and monitoring and evaluation [8,9,12]. In personalized learning, AI technologies can be used 

to tailor educational content to the needs of each learner. AI tools can also be used to assist 

teachers in designing educational content that is tailored to each learner's needs, learning pace, 

and knowledge level [17]. Since most AI technologies such as chatbots are interactive in nature, 

they can be used to improve teacher-learner communication [8]. Intelligent tutoring systems are 

used to provide learners with personalised feedback and mentoring that can provide learners 

with valuable opportunities to improve their argumentation skills. Furthermore, AI applications 

are used in predicting a learner’s status, performance, or satisfaction, resource 

recommendations, and automatic assessment. All these functions are aimed at improving the 

learning experiences for learners [18]. Another application of AI tools and technology is in 

improving educational assessment and evaluation procedures. AI technologies improve 

assessment efficiency and consistency by using the same criteria across learners [19]. To 

support assessment and evaluation activities, AI technologies can also be used to automate 

grading assessments. 

 

Ultimately, the use of AI tools and technologies in teaching and learning has enormous 

potential. However, it is not without challenges that must be addressed to effectively benefit 

from the opportunities that AI technologies can offer in the education environment. AI 

technologies can be used to handle plagiarism and cheating that can negatively impact academic 

integrity, but they could also enable academic dishonesty. Although AI tools such as ChatGPT 

can be used to personalize learning, they have limitations when interpreting a context [20]. For 

example, AI technologies may not have a deep understanding of the cultural contexts, curricula, 

and learning styles of each learner [20]. Literature also suggests that overreliance on AI 

technologies by learners and teachers has consequences. For example, when learners over-rely 

on AI technology, they might experience a decline in cognitive skills such as creativity, critical 

thinking, reasoning, and problem-solving [20]. This could be attributed to the fact that AI tools 

like ChatGPT simplify the process of sourcing information, and as a result, learners' cognitive 

skills decline [21].  

 

Perhaps one of the biggest challenges of AI technology in education is the provision of equal 

access to AI-powered education for all learners. It is critical to ensure that all learners have 

access to necessary resources, regardless of their socio-economic status or location. In the 

academic research field, while there are numerous benefits generated by AI technologies, there 

are also concerns about their impact on academic research integrity. There are concerns around 

issues such as differentiating human versus AI authorship that have created a lot of debate 

within the academic community [22,16]. Ethical issues around the use of AI in research are also 

a concern as AI technologies have the potential to perpetuate existing biases and discrimination. 

Furthermore, issues around privacy and data security are a concern that must be addressed [23]. 

 

In the future AI technologies should help to fundamentally reshape educational practices by 

continuously engaging in assessment and the provision of feedback, by boosting creativity [3], 

and by preparing students for professional life with AI [24]. Educational establishments should 

transform their curricula to introduce the concept of the AI-across-the-curriculum, thus, 

extending the use of AI beyond STEM programs [24] and learning how to productively use 
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Generative AI solutions [25]. Other AI solutions will be expected to support lifelong learning 

not merely in the form of tutorial provision but rather as an AI companion, offering support in 

learning, engaging in conversations, and nourishing learners’ interests [3]. AI solutions should 

include solutions to the current AI problems mentioned above, ranging from providing 

explanations for the solutions to acknowledging sources of information, even when creating 

new content. 

 

From a research perspective, despite its early stages, AI technologies such as the ChatGPT are 

already demonstrating great promise in revolutionising how research is conducted in the 

academic environment [26,23]. Some emerging trends in AI technology used in academic 

research include data collection, analysis, and classification. AI technologies are used to analyse 

large sets of data more rapidly and more accurately compared to traditional analysis methods 

[23,16]. AI technologies are also capable of analysing unstructured textual data and identifying 

sentiments, emotions, and other information that human analysts may overlook [27]. Another 

area in research where AI technologies can effectively be used is in the systematic review of 

literature, where AI can assist researchers in quickly identifying relevant articles related to their 

research.  There is a growing interest in using powerful statistical techniques to improve the 

accuracy and generalizability of research findings [23]. Given all these, the use of AI 

technology in academic research has the potential to enhance transparency, reproducibility, and 

collaboration [26].   

 

In research, AI use has been on the increase in solving complex tasks because AI capabilities 

are designed on data, which is why there has emerged a specific area of AI application – AI for 

Science [28]. Overall, AI solutions for science help to break down a scientific problem into 

components, define a problem, and design a new perspective on tackling it. At more specific 

levels, such AI products are used to solve mathematical problems, produce pattern matching, 

yield computationally based predictions and models, offer artifact improvement, deliver 

control, and provide hypotheses with confirmations. The degree of development of AI has 

reached such a level that AI can be considered an adjunct to human intelligence [29]. However, 

the problem of alignment of human needs and AI capabilities continues to be an issue [29]. 

 

3. Methods  

 

The authors designed a questionnaire, the structure of which is provided in Table 1. Data was 

collected during the International Scientific Conference “Emerging Trends in Economics, 

Culture and Humanities (etECH2023)” that took place in Riga, on April 19-20, 2023. Forty-

two respondents participated in the survey, representing HEIs of 10 European countries: Poland, 

the Czech Republic, Germany, Ukraine, Latvia, Bulgaria, Lithuania, Slovenia, Spain, and 

Romania. The sample involved 31% of men and 69% of women. The age distribution was the 

following:  

• 1st group – 18-26 years old – 0%;  

• 2nd group – 27-42 years old – 38%;  

• 3rd group – 43-58 years old – 40%;  

• 4th group – 59-68 years old – 22%.  

Most of the respondents represented “Social Sciences” (67%) and “Humanities and Art” (19%).  
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Table 1. The structure of the questionnaire  

Part of the questionnaire 

Description  

Type of the 

questions 
Evaluation scale Codes 

A: General questions Closed 
Multiple-choice 

questions 
A_1 – A_3 

B: Attitude (9 statements about 

the use of AI tools in different 

research or study processes) 

Closed 
1 – strongly oppose; 5 

– strongly favour 
B_1 – B_9 

C: Perception (7 statements 

about integration AI in research 

and study process and related 

issues) 

Closed 
1 – strongly disagree; 

5 – strongly agree 
C_1 – C_7 

D: Respondent profile Closed 
Multiple-choice 

questions 

Gender; Age; 

Field of science; 

Country 

Source: developed by the authors. 

 

Data was processed using the analysis of frequencies and ranking. The internal consistency of 

the measurement scales (question B and question C) was checked using the calculation of 

Cronbach’s alpha (Table 2).   

 

Table 2. Internal consistency of the measurement scales  
Labels of the statements 

(question B) 

Cronbach alpha if 

the item deleted 

Labels of the 

statements (question C) 

Cronbach alpha if 

the item deleted 

Study process and 

research in general 
0.834 Ethical risk 0.735 

Assignments and exams 0.857 Co-authorship 0.793 

Bachelor’s and Master’s 

theses 
0.840 Regulations for study 0.749 

Preparation of teaching 

materials 
0.833 Regulations for research 0.739 

Preparation of literature 

review 
0.857 

Revision of study 

requirements 
0.768 

Research methodology 0.839 Threat to quality 0.742 

Text generation 0.844 Plagiarism 0.835 

Generation of ideas 0.847   

Data processing 0.846   

Source: developed by the authors. 

 

A total alpha value for the B and C scales indicates an acceptable internal consistency (0.859 

and 0.795 respectively). The analysis of the measure “alpha if item deleted” pointed to adequate 

relevance of all statements in both scales. The difference between respondents’ answers (only 

B question) depending on their socio-demographic characteristics was also checked. 

Considering the distribution within the respondents’ profile, only gender and age categories 

were used for analysis. To select the appropriate method, the authors applied the Kolmogorov-

Smirnov test. It indicated that five out of nine variables do not follow a normal distribution. 

Thus, the authors applied a non-parametric method – the Mann-Whitney U test – for the gender 
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category. In turn, for the age category (more than 2 groups), the authors applied the Kruskal-

Wallis test which is an extended version of the Mann-Whitney U test.  

 

4. Results and Discussion 

 

The response analysis of the first three questions revealed three main trends: 

- Everybody knew about the AI (95% of respondents have heard about it). 

- It was not massively used by academic staff (43% of respondents have used AI tools in 

teaching or research). 

- Users mostly applied AI tools to search for information about a topic of interest (83% 

of users). Other categories of usage included “use in research methodology” (39%), “text 

creation” (39%), “reference finding” (33%), and “quote finding” (28%).  

 

Apart from pre-determined answers, the users mentioned such AI application fields, as “review 

of language”, “preparation of a study plan”, “search of case studies”, and “verification of 

whether a thesis is written by a student”. The results of the analysis of respondents’ self-

evaluated attitude towards the AI application for study and research purposes are provided in 

Table 3. The analysed data includes only the responses indicating a positive (“4”) or very 

positive (“5”) attitude.  

 

Table 3. Attitude toward AI application for study and research purposes 

Statement 
Respondents who evaluated the statement 

with “4” and “5” 

Research methodology 66.67% 

Preparation of teaching materials 64.29% 

Generation of ideas 64.29% 

Study process and research in general 61.90% 

Preparation of literature review 57.14% 

Text generation 54.76% 

Data processing 52.38% 

Assignments and exams 35.71% 

Bachelor’s and Master’s theses 33.33% 

Source: developed by the authors. 
 

The most positive attitude among respondents was towards AI application in the research 

methodology (e.g., in the preparation of survey or interview questions), preparation of teaching 

materials, and generation of ideas. The least positive attitude was towards AI application in the 

study process, specifically in assignments, exams, and final study assignments (e.g., Bachelor’s 

and Master’s theses).  

 

These results are consistent with earlier research. In areas of research methodology, the use of 

AI has been useful because such systems can extract information from big data and can analyse 

big data [30]. AI can also create a new research method, for example, aiming at the 

identification of potential causal relationships in a literature review [30]. Regarding the study 

process, AI has been found to improve the academic process, for example, by identifying and 

bridging gaps in curricula [24]. AI systems are claimed to boost students’ motivation, 

engagement, and information acquisition, for example, in music education at colleges and 
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universities [31]. The use of AI has also been supported for preparing teaching materials. For 

example, one paper on nursing and midwifery education claims that AI tools can help create 

personalized teaching materials, which can boost the quality of materials and reduce the time 

spent by educators searching for specific information or case studies [32].  

 

A lower degree of preparedness to utilise AI in creating research or academic text (e.g., 

assignments, graduation theses) among the respondents could be attributed to some AI-

deployment issues. For example, the cautious use of Generative AI, ChatGPT, has been 

suggested for creating assessment assignments [32], or any other academic text due to possible 

“hallucinations”, lower accuracy, and possibly plagiarism issues, enabled by the systems [33]. 

For the same reasons, the cautious use of AI is also important when conducting assessments 

and tracing students’ progress [32]. 

 

The results of the analysis of respondents’ self-evaluated attitudes towards the AI application 

for study and research purposes are reflected in Table 4. The analysed data includes only the 

responses indicating an agreement with the offered statements (“4” and “5”).  

 

Table 4. Perception of AI in the study and research process 

Statement 
Respondents who evaluated the 

statement with “4” and “5” 

Regulations for research 83.33% 

Regulations for study 80.95% 

Revision of study requirements 73.81% 

Ethical risk 69.05% 

Threat to quality 47.62% 

Plagiarism 40.48% 

Co-authorship 33.33% 

Source: developed by the authors. 

 

The statements that most respondents agreed with are the following: 1) “Universities and 

publishers must regulate the use of artificial intelligence tools in research”, 2) “Universities 

must introduce regulations on the use of artificial intelligence tools in the study process”, 3) 

“Universities must revise the use of artificial intelligence tools in study requirements”. The 

statement with the least number of agreements was “Artificial intelligence tools can be a co-

author of research”.  

 

These findings are also consistent with previous research. In one paper on the transformation 

of higher education, authors argue for regulating the use of AI to mitigate AI-induced risks, for 

example, in reliability and accuracy of produced solutions, and recency of information, all of 

which negatively impact the quality of resources [33]. They also argue that the drawbacks of 

AI bring ethical concerns because false information produced by AI changes the essence of the 

learner experience. Some authors draw attention to various ethical issues of AI systems used in 

education, for example, the lack of transparency in data protection issues and bias- and fairness-

related risks in the design and application of AI systems [34]. As for the plagiarism and co-

authorship issues, the respondents’ relatively low confidence level could be attributed to 

academic integrity values. For example, humans have been found unable to reliably identify if 

a text was created by a human or AI, which might result in false accusations [35]. 
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The analysis of differences in attitude towards AI between male and female respondents, as 

well as between respondents from different age groups, is summarized in Table 4. 

 

Table 4. Results of the Mann-Whitney U test and the Kruskal-Wallis test for responses to B 

question  

Labels of the statements (question B) 

Mann Whitney U test, 

statistical significance 

(gender category) 

Kruskal-Wallis test, 

statistical significance 

(age category) 

Study process and research in general 0.421 0.862 

Assignments and exams 0.018 0.479 

Bachelor’s and Master’s theses 0.063 0.522 

Preparation of teaching materials 0.372 0.778 

Preparation of literature review 0.839 0.863 

Research methodology 0.149 0.594 

Text generation 1.000 0.946 

Generation of ideas 0.715 0.355 

Data processing 0.787 0.554 

Source: developed by the authors. 

 

Analysing the difference between the two gender groups, the p-value is lower than 0.05 only 

for the statement “Use of artificial intelligence tools in the study process, e.g., assignments and 

exams” (p = 0.018). It means that there is a statistically significant difference between the 

attitudes of men and women only in this case. The gender category Male has a higher mean 

rank (27.31) than the gender category Female (18.07). Thus, males tend to have a more positive 

attitude toward the application of AI for student assignments than females. 

 

The statistical analysis revealed no difference between attitudes towards AI depending on age. 

However, the reliability of the received results is limited due to the pilot nature of the study. 

The authors will have more evidence while conducting large-scale research based on full 

sample data. 

 

5. Conclusions 

 

The goal of the research was to determine the general attitude of HEIs’ staff and students 

towards AI integration in curricula and research activities. While research participants were 

both males and females of various age groups, no significant differences in opinion were 

obtained among them.  

 

Most of the higher education academic staff from various countries of Europe are aware of AI 

tools, which is why more than 40% of them use AI in research and academic activities. This 

number, which is below 50%, indicates gaps in AI training among academic staff, which was 

further revealed in a relatively limited range of purposes for which AI has been used. 

Specifically, AI usage was found restricted to information search, text generation, plagiarism 

check, and language check. This finding is consistent with earlier research, which argued for 

the necessity to provide educators with AI training to facilitate teaching and knowledge 

acquisition among learners [33]. Thus, the first implication of the research is the necessity to 

ensure academic staff of HEIs with AI-related training for research and academic purposes at 
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the institutional level across Europe. Consistent with earlier research on digital inequality [33], 

this research further supported the point. Having almost 60% of academic staff detached from 

AI tools means digital inequality that translates not only to digital deprivation of academic staff 

but also to digital constraints of students, who lack sufficient immersion in the AI-generated 

environment.   

 

The lack of deeper knowledge of AI tools was further supported by positive AI attitudes of 

academic staff in most basic areas of AI application – search and generation of information. 

Although information search via AI tools might be different from Google searches, the 

mechanisms of information search are similar at some point. The fact that academic staff was 

positive about using AI for teaching purposes suggests that educators are interested in reducing 

time preparing for lectures. The fact that educators were less enthusiastic about using AI tools 

for co-authorship and thesis writing taps into their awareness of issues of AI-induced plagiarism 

and accuracy. The finding is also consistent with earlier research [32-35] and suggests the areas 

of AI training for educators.     

 

Finally, academic staff also suggested that AI-related regulation be introduced in HEIs. AI-

related regulations would minimize academic and administrative risks and conflicts and would 

ensure the implementation of a fairer and more transparent study process for both the academic 

staff and students.  

 

The main research limitation is the small sample size which limits the reliability of received 

results. The next step for research is conducting a cross-country survey. The research instrument 

for extended research is planned to be modified, including more specified questions about AI 

tools. The research sample will include not only academic staff but also students. 

 

Author Contributions: Conceptualization, J.T. and K.S.; methodology, J.T. and K.S.; data 

processing and analysis, J.T.; writing-original draft preparation, K.U.; discussion, writing-

review, and editing, K.U.; visualization, K.U.; supervision, J.T. All authors have read and 

agreed to the published version of the manuscript. 

 

Funding: The research has not received any financial support.  

 

Data Availability Statement: Not applicable.  

 

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in 

the design of the study; in the collection, analyses, or interpretation of data; in the writing of 

the manuscript; or in the decision to publish the results. 

 

 

References  

 
1. Diaz-Rodriguez, N., Del Ser, J., Coeckelbergh, M., Lopez de Prado, M., Herrera-Viedma, E., & Herrera, F. 

(2023). Connecting the Dots in Trustworthy Artificial Intelligence: From AI Principles, Ethics, and 

Key Requirements to Responsible AI Systems and Regulation. Information Fusion, 99, Article 101896. 
http://doi.org/10.1016/j.inffus.2023.101896 

http://www.virtual-economics.eu/


 
www.virtual-economics.eu                                                                                ISSN 2657-4047 (online) 

Jelena Titko, Kaspars Steinbergs, Mourine Achieng, and Kristine Uzule 

Virtual Economics, Vol. 6, No. 3, 2023 
 

17 

2. Humble, N., & Mozelius, P. (2022). The Threat, Hype, and Promise of Artificial Intelligence in Education. 

Discover Artificial Intelligence, 2, Article 22 (2022). http://doi.org/10.1007/s44163-022-00039-z 

3. Miao, F., Holmes, W., Huang, R., & Zhang, H. (2021). AI and education. Guidance for policy-makers. 

UNESCO. http://doi.org/10.54675/PCSP7350 

4. Pedro, F., Subosa, M., Rivas, A., & Valverde, P. (2019). Artificial Intelligence in Education: Challenges and 

Opportunities for Sustainable Development. UNESCO Working Papers on Education Policies, 07. 

https://unesdoc.unesco.org/ark:/48223/pf0000366994  

5. Chen, L., Chen, P., & Lin, Z. (2020). Artificial Intelligence in Education: A Review. IEEE Access, 8. 

http://doi.org/10.1109/ACCESS.2020.2988510 

6. UNESCO (2023). UNESCO’s recommendation on the ethics of artificial intelligence: Key facts. 

https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts 

7. UNESCO (2023). ChatGPT and artificial intelligence in higher education: Quick start guide. 

https://www.iesalc.unesco.org/wp-content/uploads/2023/04/ChatGPT-and-Artificial-Intelligence-in-higher-

education-Quick-Start-guide_EN_FINAL.pdf 

8. Okonkwo, C. W., & Ade-Ibijola, A. (2021). Chatbots Applications in Education: A Systematic Review. 

Computers and Education: Artificial Intelligence, 2(100033), Article 100033. 

http://doi.org/10.1016/j.caeai.2021.10003 

9. Crompton, H., & Burke, D. (2023). Artificial Intelligence in Higher Education: The State of the Field. 

International Journal of Educational Technology in Higher Education, 20(1). http://doi.org/10.1186/s41239-

023-00392-8 

10. Mendoza, S., Hernández-León, M., Sánchez-Adame, L.M., Rodríguez, J., Decouchant, D., & Meneses-

Viveros, A. (2020). Supporting Student-Teacher Interaction through a Chatbot. In P. Zaphiris, & A. Ioannou 

(Eds.), Learning and Collaboration Technologies. Human and Technology Ecosystems. HCII 2020. Lecture 

Notes in Computer Science (vol. 12206, pp. 93-107). Springer, Cham. https://doi.org/10.1007/978-3-030-

50506-6_8   

11. Xu, W., & Ouyang, F. (2022). The Application of AI Technologies in STEM Education: A Systematic Review 

from 2011 to 2021. International Journal of STEM Education, 9(1). http://doi.org/10.1186/s40594-022-00377-

5 

12. Cunningham-Nelson, S., Boles, W., Trouton, L., & Margerison, E. (2019). A review of chatbots in education: 

Practical steps forward. Proceedings of the 30th Annual Conference for the Australasian Association for 

Engineering Education (AAEE 2019): Educators Becoming Agents of Change: Innovate, Integrate, Motivate, 

299–306 

13. Dever, D. A., Azevedo, R., Cloude, E. B., & Wiedbusch, M. (2020). The Impact of Autonomy and Types of 

Informational Text Presentations in Game-based Environments on Learning: Converging Multi-channel 

Processes Data and Learning Outcomes. International Journal of Artificial Intelligence in Education, 30(4), 

581–615. http://doi.org/10.1007/s40593-020-00215-1 

14. Baykasoğlu, A., Özbel, B. K., Dudaklı, N., Subulan, K., & Şenol, M. E. (2018). Process Mining Based 

Approach to Performance Evaluation in Computer-aided Examinations. Computer Applications in Engineering 

Education, 26(5), 1841–1861. http://doi.org/10.1002/cae.21971  

15. Çağataylı, M., & Çelebi, E. (2022). Estimating Academic Success in Higher Education Using Big Five 

Personality Traits, a Machine Learning Approach. Arabian Journal for Science and Engineering, 47(2), 1289–

1298. http://doi.org/10.1007/s13369-021-05873-4 

16. Dwivedi, Y. K., Kshetri, N., Hughes, L., Slade, E. L., Jeyaraj, A., Kar, A. K., Baabdullah, A. M., Koohang, 

A., Raghavan, V., Ahuja, M., Albanna, H., Albashrawi, M. A., Al-Busaidi, A. S., Balakrishnan, J., Barlette, 

Y., Basu, S., Bose, I., Brooks, L., Buhalis, D., Carter, L., & Wright, R. (2023). So What if ChatGPT Wrote It?’ 

Multidisciplinary Perspectives on Opportunities, Challenges, and Implications of Generative Conversational 

AI for Research, Practice, and Policy. International Journal of Information Management, 71(102642), Article 

102642. http://doi.org/10.1016/j.ijinfomgt.2023.102642 

http://www.virtual-economics.eu/
http://doi.org/10.54675/PCSP7350
https://unesdoc.unesco.org/ark:/48223/pf0000366994
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts
https://www.iesalc.unesco.org/wp-content/uploads/2023/04/ChatGPT-and-Artificial-Intelligence-in-higher-education-Quick-Start-guide_EN_FINAL.pdf
https://www.iesalc.unesco.org/wp-content/uploads/2023/04/ChatGPT-and-Artificial-Intelligence-in-higher-education-Quick-Start-guide_EN_FINAL.pdf
https://doi.org/10.1007/978-3-030-50506-6_8
https://doi.org/10.1007/978-3-030-50506-6_8
http://doi.org/10.1007/s40593-020-00215-1
http://doi.org/10.1002/cae.21971
http://doi.org/10.1007/s13369-021-05873-4
http://doi.org/10.1016/j.ijinfomgt.2023.102642


 
www.virtual-economics.eu                                                                                ISSN 2657-4047 (online) 

Jelena Titko, Kaspars Steinbergs, Mourine Achieng, and Kristine Uzule 

Virtual Economics, Vol. 6, No. 3, 2023 
 

18 

17. Dsouza, R., Sahu, S., Patel, S., & Kalbande, D. R. (2019). Chat with Bots Intelligently: A Critical Review & 

Analysis. 2019 International Conference on Advances in Computing, Communication and Control (ICAC3). 

IEEE, 1-6. https://doi.org/10.1109/ICAC347590.2019.9036844 

18. Sinha, S., Basak S., Dey, Y., & Mondal, A. (2020). An Educational Chatbot for Answering Queries. In J. 

Mandal, & D. Bhattacharya (Eds.), Emerging Technology in Modelling and Graphics. Advances in Intelligent 

Systems and Computing (vol. 937, pp. 55-60). Springer. https://doi.org/10.1007/978-981-13-7403-6_7  
19. Durall, E. & Kapros, E. (2020). Co-design for a Competency Self-assessment Chatbot and Survey in Science 

Education. Proceedings of the 7th International Conference, LCT 2020, Learning and Collaboration 

Technologies. Human and Technology Ecosystems, 13–24. https://doi.org/10.1007/978-3-030-50506-6_2  

20. Farrokhnia, M., Banihashema, S. K., Noroozia, O., & Wals, A. (2023). A SWOT Analysis of ChatGPT: 

Implications for Educational Practice and Research. Innovations in Education and Teaching International, No 

Volume, 1–15. http://doi.org/10.1080/14703297.2023.2195846 

21. Kasneci, E., Sessler, K., Küchemann, S., Bannert, M., Dementieva, D., Fischer, F., Gasser, U., Groh, G., 

Günnemann, S., Hüllermeier, E., Krusche, S., Kutyniok, G., Michaeli, T., Nerdel, C., Pfeffer, J., Poquet, O., 

Sailer, M., Schmidt, A., Seidel, T., Stadler, M., Weller, J., Kuhn, J., & Kasneci, G. (2023). ChatGPT for Good? 

On Opportunities and Challenges of Large Language Models for Education. Learning and Individual 

Differences, 103, Article 102274. http://doi.org/10.1016/j.lindif.2023.102274 

22. Stokel-Walker, C. (2023). ChatGPT Listed as Author on Research Papers: Many Scientists Disapprove. 

Nature, 613, 620–621. http://doi.org/10.1038/d41586-023-00107-z 

23. Burger, B., Kanbach, D. K., Kraus, S., Breier, M., & Coverllo, V. (2023). On the Use of AI-based Tools Like 

ChatGPT to Support Management Research. European Journal of Innovation Management, 26(7), 233–241. 

http://doi.org/10.1108/ejim-02-2023-0156 

24. Southworth, J., Migliaccio, K., Glover, J., Glover, J. N., Reed, D., McCarty, C., Brendemuhl, J., & Thomas, 

A. (2023). Developing a Model for AI across the Curriculum: Transforming the Higher Education Landscape 

via Innovation in AI Literacy. Computer and Education: Artificial Intelligence, 4, Article 100127. 

http://doi.org/10.1016/j.caeai.2023.100127 

25. Lim, W. M., Gunasekara, A., Pallant, J. L., Pallant, J. I., & Pechenkina, E. (2023). Generative AI and the Future 

of Education: Ragnarok or Reformation? A Paradoxical Perspective from Management Educators. 

International Journal of Management Education, 21, Article 100790. 

http://doi.org/10.1016/j.ijme.2023.100790 

26. Ramachandran, R., Bugbee, K., & Murphy, K. (2021). From Open Data to Open Science. Earth and Space 

Science, 8(5), 11-17. http://doi.org/10.1029/2020ea001562 

27. Gopalakrishnan, K., Hedayatnia, B., Chen, Q., Gottardi, A., Kwatra, S., Venkatesh, A., Gabriel, R., Hakkani-

Tür, D. (2019). Topical-chat: Towards knowledge-grounded open-domain conversations. Interspeech, 1891-

1895. https://doi.org/10.21437/Interspeech.2019-3079  

28. Li, Y., & Zhan, J. (2022). SAIBench: Benchmarking AI for Science. BenchCouncil Transactions on 

Benchmarks, Standards and Evaluations, 2(2), Article 100063. http://doi.org/10.1016/j.tbench.2022.100063 

29. Botvinick, M. M. (2022). Realizing the Promise of AI: A New Calling for Cognitive Science. Trends in 

Cognitive Science, 26(12), 1013–1014. http://doi.org/10.1016/j.tics.2022.08.004 

30. Xia, H., Muskat, B., Li, G., & Prayag, G.  (2023). Ai-based Counterfactual Reasoning for Tourism Research. 

Annals of Tourism Research, 101, Article 103617. https://doi.org/10.1016/j.annals.2023.103617   

31. Wei, J., Karuppiah, M., & Prathik, A. (2022). College Music Education and Teaching Based on AI Techniques. 

Computers and Electrical Engineering, 100, Article 107851. 

https://doi.org/10.1016/j.compeleceng.2022.107851 

32. Irwin, P., Jones, D., & Fealy, S. (2023). What is ChatGPT and What Do We Do with It? Implications of the 

Age of AI for Nursing and Midwifery Practice and Education: An Editorial. Nurse Education Today, 127, 

Article 105835. https://doi.org/10.1016/j.nedt.2023.105835 

33. Gill, S.S., Xu, M., Patros, P., Wu, H., Kaur, R., Kaur, K., Fuller, S., Singh, M., Arora, P., Parlikad, A. K., 

Stankovski, V., Abraham, A., Ghosh, S. K., Lutfiyya, H., Kanhere, S. S., Bahsoon, R., Rana, P., Dustdar, S., 

http://www.virtual-economics.eu/
https://doi.org/10.1109/ICAC347590.2019.9036844
https://doi.org/10.1007/978-981-13-7403-6_7
https://doi.org/10.1007/978-3-030-50506-6_2
http://doi.org/10.1080/14703297.2023.2195846
http://doi.org/10.1016/j.lindif.2023.102274
http://doi.org/10.1108/ejim-02-2023-0156
http://doi.org/10.1029/2020ea001562
https://doi.org/10.21437/Interspeech.2019-3079
https://doi.org/10.1016/j.annals.2023.103617
https://doi.org/10.1016/j.compeleceng.2022.107851
https://doi.org/10.1016/j.nedt.2023.105835


 
www.virtual-economics.eu                                                                                ISSN 2657-4047 (online) 

Jelena Titko, Kaspars Steinbergs, Mourine Achieng, and Kristine Uzule 

Virtual Economics, Vol. 6, No. 3, 2023 
 

19 

Sakellariou, R., Uhlig, S., & Buyya, R. (2024). Transformative Effects of ChatGPT on Modern Education: 

Emerging Era of AI Chatbots. Internet of Things and Cyber-Physical Systems, 4, 19–23. 

https://doi.org/10.1016/j.iotcps.2023.06.002 

34. Memarian, B., & Doleck, T. (2023). Fairness, Accountability, Transparency, and Ethics (FATE) in Artificial 

Intelligence (AI) and Higher Education: A Systematic Review. Computers and Education: Artificial 

Intelligence, 5, Article 100152. https://doi.org/10.1016/j.caeai.2023.100152 

35. Casal, J. E., & Kessler, M. (2023). Can Linguists Distinguish between ChatGPT/AI and Human Writing? A 

Study of Research Ethics and Academic Publishing. Research Methods in Applied Linguistics, 2, Article 

100068. https://doi.org/10.1016/j.rmal.2023.100068   

 

 

 

 

 

 

http://www.virtual-economics.eu/
https://doi.org/10.1016/j.iotcps.2023.06.002
https://doi.org/10.1016/j.caeai.2023.100152
https://doi.org/10.1016/j.rmal.2023.100068

